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An estimate of monthly global emissions of anthropogenic CO,:
Impact on the seasonal cycle of atmospheric CO,

D. J. Erickson IIL,"* R. T. Mills,' J. Gregg,3 T. J. Blasing,4 F. M. Hoffman,' R. J. Andres,*
M. Devries,'> Z. Zhu,® and S. R. Kawa®

Received 27 February 2007; revised 10 October 2007; accepted 4 December 2007; published 15 March 2008.

[1] Monthly estimates of the global emissions of anthropogenic CO, are presented.
Approximating the seasonal CO, emission cycle using a 2-harmonic Fourier series with
coefficients as a function of latitude, the annual fluxes are decomposed into monthly flux
estimates based on data for the United States and applied globally. These monthly
anthropogenic CO, flux estimates are then used to model atmospheric CO, concentrations
using meteorological fields from the NASA GEOS-4 data assimilation system. We find
that the use of monthly resolved fluxes makes a significant difference in the seasonal
cycle of atmospheric CO, in and near those regions where anthropogenic CO, is released
to the atmosphere. Local variations of 2—6 ppmv CO, in the seasonal cycle amplitude are
simulated; larger variations would be expected if smaller source-receptor distances
could be more precisely specified using a more refined spatial resolution. We also find that
in the midlatitudes near the sources, synoptic scale atmospheric circulations are important
in the winter and that boundary layer venting and diurnal rectifier effects are more
important in the summer. These findings have implications for inverse-modeling efforts
that attempt to estimate surface source/sink regions especially when the surface sinks are

colocated with regions of strong anthropogenic CO, emissions.
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1. Introduction

[2] The anthropogenic source of CO, to the atmosphere is
an important term in the global carbon budget [Marland and
Rotty, 1984; Andres et al., 1996; Bousquet et al., 2000;
Gurney et al., 2004]. Determining the relative contributions
of the various sources and sinks of atmospheric CO, in
different regions is critical to understand the global carbon
budget [Fan et al., 1998; Denning et al., 1995; Kaminski et
al., 1999; Randerson et al., 1997; Engelen et al., 2002]. The
anthropogenic CO, source is derived from a number of
different processes including combustion of coal, oil, and
natural gas, as well as oxidation of organic solvents and
cement manufacture [U.S. EPA, 2006]. The majority of
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global estimates of anthropogenic CO, fluxes to the atmo-
sphere have been compiled or modeled on an annual basis
[Marland and Rotty, 1984; Marland et al., 2006; U.S. EPA,
2006]. Here we use a 2-harmonic Fourier series approxi-
mation to impose a seasonal cycle on the annual fluxes and
examine the impact of these monthly anthropogenic surface
CO, fluxes on atmospheric CO, concentrations using a 3-D
atmospheric transport model driven by assimilated winds
[Kawa et al., 2004].

2. Methods

[3] We experimented with a variety of methods that
transform the annual mean CO, fluxes to monthly values
by using national annual totals by fuel type. Blasing et al.
[2005] presented monthly fossil-fuel carbon emissions in
the United States (U.S.) from 1981 through 2002 derived
from monthly energy consumption data at the national level
provided by the Energy Information Agency. Their results
show a clear and repetitive peak for total carbon emissions
in the winter months and a growing secondary peak during
the summer months. When broken down by fuel type, it is
seen that consumption of natural gas is primarily responsi-
ble for the winter peak, and coal consumption produces
smaller peaks during summer and winter. Combustion of
liquid fuels produces more carbon emissions than natural
gas or coal, but the annual pattern of emissions from liquid
fuels is flat. Figure 1 shows average fossil-fuel carbon
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Figure 1. Five-year (2000—2004) averages of monthly

fossil-fuel carbon emissions from combustion of coal,
petroleum products (oil) and natural gas in the United States.

emissions for each calendar month for each fuel type
averaged over the period 2000—2004, scaled so that each
month represents an equal number of days. These data
represent an update of the material presented by Blasing
et al. [2005], based on fuel data provided by the Energy
Information Administration of the U.S. Department of
Energy.
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[4] Heating demand follows a cosine curve over the
course of the year. In the United States this is represented
by natural gas which is the primary fuel used for space
heating. So the usage and the CO, fluxes naturally peak in
the winter and are minimal in the summer. Emissions from
coal burning have two peaks, one in the summer and one in
the winter. Electricity demand for lighting and indoor
activities is also high during winter, but another peak
associated with air conditioning demand appears in summer.
Over 90% of the coal produced in the United States is used
by the electric power sector [EI4, 2006], so the electricity-
demand curve is similar to fossil-fuel emissions from coal
combustion, and appears as a second harmonic. It should be
noted that emissions from liquid fuels have a very small
seasonality. These functions can be approximately repre-
sented by cos(t) and cos(2t) where both harmonics have
peaks in January and the second harmonic also has a peak in
July. Petroleum demand is relatively constant throughout
the year, so it is not included in this representation of the
annual cycle of fossil-fuel carbon emissions. While different
countries use different fuel mixes to supply their needs, the
first harmonic is generally representative of heating demand
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Figure 2. The estimated proportional deviations of monthly carbon flux from the annual mean for
January, April, July and October. For a given grid cell, the color indicates the value of the calculated
monthly flux divided by 1/12 of the annual flux. The red values show the increased fluxes relative to the
annual mean that is a result of increased combustion in the winter months as described in section 2. The
blue regions indicate where the carbon fluxes are lower than the annual mean.
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Figure 2. (continued)

and is the primary cause of month-to-month or season-to-
season differences in carbon emissions at middle and high
latitudes. A secondary summer peak in midlatitudes is seen
where widespread availability of electricity makes it possi-
ble to air condition buildings. Based on these functions we
have extrapolated to other countries based on the U.S. data.
This is an important area where these calculations can be
improved in the future.

[5] A heating function and a cooling function, represent-
ing carbon emissions from space comfort demands which
vary appreciably and systematically over the course of a
year, were superimposed on a base emissions function
which is relatively constant from one season to the next.
The base function represents transportation, industrial
needs, residential and commercial needs such as water
heating, food preparation, etc. The heating function is
simplest at high latitudes (>50°) where it is represented by
a simple cosine curve, peaking during the coldest months,
regardless of the type of fuel used. The cooling function is
closely related to electricity use in summer. Electricity use
also peaks during winter due to some use of electricity for
heating, and for lighting during the shorter winter days
[Blasing et al., 2005]. Between 15° and 35° the second
harmonic was used to represent the seasonally changing
carbon emissions related to electricity, including air-condi-
tioning demands. In midlatitudes, between 35° and 50°, the

winter peak of the 2nd harmonic is not sufficient to
represent space comfort demands for heating, so a combi-
nation of the first harmonic (heating function) and the
second harmonic was used in these latitudes as per the
equations given below in section 2.1. In equatorial latitudes
(0° to 15°), annual ranges of temperature and day length are
relatively small, so no seasonal adjustments were used.

[6] The annual range of U.S. carbon emissions is around
15 Tg month-1 for natural gas and around 9 Tg month-1 for
coal (Figure 1). This represents about 1 and 0.6 percent of
annual U.S. fossil-fuel carbon emissions, which were around
1500 Tg for the period covered. Based on preliminary
monthly data for a suite of states including Minnesota, Florida
and others, we selected Fourier coefficients (described in
section 2.1) to create annual ranges of first and second
harmonics appropriate for each latitudinal section. These
harmonics were then superimposed on a flat line representing
annual totals [Brenkert, 1998], which in turn were based on
population density data for 1990 [Li, 1996]. Scaling the
amplitudes to annual totals helps to account for population-
related variables, centers of industrial activity, and coastal
moderation of climate, which reduces energy demand in
winter and summer, thereby reducing the amplitudes of the
harmonics used as well as total annual energy demand.

[7] In the tropics, annual ranges of temperature and day
length are relatively small, so no seasonal adjustments were
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Figure 3. The anthropogenic CO, fluxes, in units of kg C m™* sfl, as a function of month for several

geographic regions corresponding to the TransCom regions. These computations are derived from the
anthropogenic fluxes for 1998. Clearly, the largest fluxes are in mid-high latitudes of the Northern Hemisphere.

used. North of 50 degrees, we assumed that air conditioning
in summer was responsible for only a negligible percentage
of fossil-fuel carbon emissions, and the amplitude of the 1st
harmonic is simply proportional to the carbon emitted in
any particular grid box. This may not be the case for some
large cities north of 50 degrees, such as London or Berlin,
but such refinements are left to further investigation of
emissions at greater spatial resolution.

[8] In general, specification of the second harmonic is
less accurate than the first because of heavy reliance on air
conditioning in the United States, where monthly data were
available for use in selecting the Fourier coefficients. Not all
regions of the world have electricity, and many that do still
lack the luxury of air conditioning. We have attempted to
compensate for this problem by zeroing out the second
harmonic in certain areas. Because carbon emissions from
heating are also partially represented by the 2nd harmonic in
latitudes 35-50, this approach detracts from the heating
function in those latitudes. Moreover, places lacking elec-
tricity would also be expected to have a lower percentage of
their carbon emissions from vehicle traffic, so the heating
function would represent a larger percentage of the annual
total from all functions. To adjust for these effects, the
percentage range that would have been calculated and
attributed to the second harmonic was added to that of the
first harmonic in cases where the 2nd harmonic was, in fact,
zeroed out.

2.1. Calculation of Estimated Monthly Carbon Flux

[v] We can formally describe the relationship between the
annual carbon flux data and our estimated monthly carbon
flux breakdown as follows: Dividing a year into 12 “months”
each of 30 “days”, at time t € [0,360] the monthly carbon
flux in Tg-C/month at a given grid cell with a non-zero annual
flux is the annual total divided by 12 plus the corresponding
value of one of the following functions:

flux(t) = (Annual flux)/12 + 0.01
- [A;y - cos(t + 6) + A4, - cos(21)]
where 6 is a phase shift of 0° for northern latitudes and 180° for

southern latitudes. The amplitudes 4, and 4, for the harmonics
are determined by the degrees latitude (north or south) ¢:

¢ >50°: A; =2 —0.01%(90° — ¢)]*(Annual flux);
Ay =0
35 < ¢ <50°: Ay =[1.6—0.1(50° — $)]*(Annual flux)
A = 0.04*(50° — ¢)*(Annual flux)
15°<¢p<35°: 4, =0
Ay = [0.6 — 0.03(35° — ¢)]*(Annual flux)
0°<Pp<15: A =0
Ay =0
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Figure 4. The difference between the hourly atmospheric CO, concentrations computed with a constant
annual mean CO, flux and the monthly resolved fluxes computed for 1998 and 1999 for a location at
40N, 75W and at 52N, 8W. These sites were selected to investigate the impact on regions of two
continents that are significantly impacted by anthropogenic CO, as well as the terrestrial biosphere. The
upper panel shows the simulation for 1998, and the lower panel shows the simulation for 1999. Note that
both the emissions and transport are specific for each year. Note the seasonality of the deviations from the
general trend of concentrations. The mixing ratio difference is obtained by using the lowest model level

that is 100 m deep.

To obtain the total emission for a grid cell for month i, we use a
simple adaptive quadrature scheme from QUADPACK
[Piessens et al., 1983] to calculate

Slux(t)dt

(i-1):30

1
thly total), = —
(monthly total), 30

To ensure correctness, the monthly totals for each cell are
summed and checked for agreement with the annual flux data.
Figure 2 shows the calculated flux departure from the annual
mean for 4 example months. The results are discussed in
section 3.

2.2. Test of Longitudinal Modifications to the Fluxes

[10] In a sensitivity test the monthly fluxes were generated
using two harmonics with their amplitudes varying with
latitude (section 2.1); however, the second harmonic was
excluded in certain areas unless the grid square contained a
large city, defined as having an annual anthropogenic CO,
flux of more than 1 Tg C or a population over 1 million. In
such large metropolitan areas, the effects of air conditioning

might be non trivial. The areas for 2nd-harmonic exclusion
were Central Asia (90—100 E, all latitudes; 80—110 E, N of
30 degrees), South America (40—80 W; 15—50 S), and Africa
(10-40 E, 15-35 N and S). As the second harmonic was
intended to represent lighting in the winter and air condition-
ing in the summer, this change would make the generated
seasonality more accurate in areas unlikely to have electricity.
These new seasonal fluxes are visibly somewhat different
from the original ones, but the choice of emissions or
population to determine exclusion seems to make little
difference, as expected. We have not used these potential
modifications in the transport simulations below. They made
little difference because they were only applied to areas not
likely to have electricity, and such areas emit relatively small
amounts of CO,. In any case, better estimates of the seasonal
distribution of carbon emissions for many countries are
expected soon.

3. Results

[11] Here we first discuss the monthly global gridded
estimates of anthropogenic CO, flux derived from the

50f 10
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Figure 4.

method detailed in section 2.1. We then present an analysis
of the impact these monthly surface CO, fluxes have on 3-D
atmospheric CO, distributions via simulation in a global
atmospheric transport model driven by assimilated meteo-
rology [Kawa et al., 2004]. These 3-D atmospheric CO,
concentration estimates are then discussed in the context of
inversion simulations of surface sources and sinks.

3.1. Monthly Anthropogenic Global CO, Fluxes:
Latitudinal Analysis

[12] Figure 2 shows the proportional deviation of the CO,
flux from the annual mean, for January, April, July and
October. The red values show the increased fluxes relative
to the base case (i.e., constant emissions) that resulted from
increased combustion in the winter months; blue regions
indicate fluxes below the base case. The figure illustrates
that departures from the base case are greatest in winter at
high latitudes and also significantly positive in summer at
midlatitudes (near 30 N).

[13] Figure 3 shows the anthropogenic CO, fluxes, in
units of kg-C m~2 s~' as a function of month for several
geographic regions as computed for 1998. Clearly, the
largest fluxes are in mid-high latitudes of the Northern
Hemisphere. These are also the regions with the largest

WL AUG  SEP OCT

NOV  DEC

(continued)

seasonality as imposed by the chosen Fourier coefficients
(section 2.1). The amplitude is largest in Europe because the
relatively higher latitude imposes a lesser energy demand
for air conditioning in summer. However, winter emissions
in Europe are probably exaggerated because the amplitudes
of the harmonics were fit to latitudes in North America, and
winters in Europe are milder at the same latitudes. New
estimates of monthly emissions for European countries will
improve the accuracy of carbon transport estimates there. It
is interesting to note that the impact of these monthly
anthropogenic CO, fluxes are generally in phase with the
fluxes due to the terrestrial biosphere. The highest anthro-
pogenic fluxes are roughly at the same time as respiration in
the terrestrial biosphere and lower when there is net CO,
flux into the terrestrial biosphere due to photosynthesis.

3.2. Transport Calculations

[14] We have completed a suite of transport calculations,
using the NASA Parameterized Chemistry and Transport
Model (PCTM) with GEOS-4 meteorology [Kawa et al.,
2004; Bloom et al., 2005], for CO, in the atmosphere using
the monthly anthropogenic CO, fluxes described in previ-
ous sections. The GSFC Parameterized Chemistry and
Transport Model (PCTM) is used for the CO, simulations
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Figure 5. The global distribution of the July and December monthly mean CO, difference between
concentrations computed with a constant annual mean CO, flux and the monthly resolved fluxes. The
largest differences are located near the strongest sources of anthropogenic CO,. The majority of the globe
has differences below 1 ppmv. However, as the model resolutions get higher the ability to clearly identify

sources and sinks will be impacted by these factors.

in this study. The CTM has been successfully used in a
number of studies [Strahan et al., 1998]. The advection is
accomplished with a flux-form, semi-Lagrangian algorithm.
The vertical transport due to subgrid processes of convec-
tion and turbulence vertical diffusion is computed with a
semi-implicit scheme, using the diagnosed cloud mass flux
and vertical diffusion coefficient from the GCM output of
the fvDAS system.

[15] The model resolution is 2.5° in longitude and 2° in
latitude. There are 25 unevenly spaced levels in the vertical,
in which 14 are in the troposphere and 11 in the strato-
sphere. A hybrid sigma-pressure vertical coordinate is used
as in the fvGCM. The wind, temperature, surface pressure

data, as well as the diagnostic data of cloud mass flux and
vertical diffusion coefficient, are from the assimilation
system of fvDAS. The frequency of meteorological data
input is 6 hours.

[16] Figure 4 shows the difference between the atmo-
spheric CO, concentrations computed with an annual mean
CO, flux and the monthly resolved fluxes computed as
above for locations at 40N, 75W (New lJersey east of
Philadelphia) and 52N, 8E (rural western Germany). These
plots are from hourly saves of the transport model. These
sites were selected to investigate the impact on regions of
two continents that are significantly impacted by anthropo-
genic CO, as well as the terrestrial biosphere. The upper
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Figure 6. The regional mean surface level concentrations of atmospheric CO, over the 8-year period
1998-2005 as depicted as the difference between the annual mean and monthly CO, fluxes. On a

regional basis the impact is 0.2—1.1 ppmv CO,.

panel shows the simulation for 1998 and the lower panel
shows the simulation for 1999. Note that both the emissions
and transport are specific for each year. The plots show the
difference between the constant annual mean fluxes and the
monthly resolved fluxes. There is a significant impact on
atmospheric CO, concentrations with differences of 1-—
6 ppmv in the seasonal cycle between the monthly flux run
and the annual anthropogenic flux simulation. Note that near
the sources, synoptic scale atmospheric circulations are
important in the winter and that boundary layer venting
and diurnal rectifier effects are more important in the
summer. This is due to increased convection in summer.
The large negative excursions in summer represent reduced
CO, accumulation in the shallow nocturnal boundary layer.
The positive, multi-day excursions in winter show the effect
of synoptic systems with alternating stagnant and rapidly
ventilated conditions and little diurnal variation of mixing
depth. This affects the latitudinal gradient of near-surface
CO, in the atmosphere; that annual, zonal mean gradient
increases by about 0.05 ppmv when using the seasonally
varying emissions [cf. Gurney et al., 2005].

[17] Figure 5 shows the global distribution of the CO,
difference for January and July. The largest differences are
located near the strongest sources of anthropogenic CO,.
The majority of the globe has differences below 1 ppmv. In
this simulation, fossil fuel CO, at the surface has a seasonal
amplitude of 2 ppmv, that is nearly constant with latitudes
north of the equator when using the seasonally varying

emissions. The time-invariant fossil-fuel emissions also
produce a seasonal cycle of 2 ppmv at the equator (owing
to seasonal movement of the ITCZ), but the amplitude
decreases to about 1.2 ppmv at high northern latitudes. Thus
the seasonal fossil fuel emissions generate about 0.5 ppmv
added amplitude in the seasonal cycle north of 30 N.

[18] Figure 6 shows the regionally averaged differences
between simulated near-surface atmospheric CO, concentra-
tions when fossil-fuel inputs were allowed to vary seasonally
and when they were not, plotted for each month for the 8-year
period 1998-2005. On a regional basis the impact on the
seasonal amplitude is 0.2 — 1.1 ppmv CO2. Interannual CO,
variability, created by variations in the meteorology, is small.

[19] Figure 7 shows the mean surface level concentrations
of atmospheric CO, over the 8 year period 1998-2005
depicted as the difference between the annual mean and
monthly CO, fluxes, for 3 observational sites: Park Falls,
WI (LEF), Mauna Loa, HI (MLO), and the South Pole
(SPO). The largest impact is at LEF with a seasonal cycle
due to monthly anthropogenic CO, of 1.2 ppmv. Note that
this site is far from most anthropogenic sources and is less
impacted than the sites analyzed in Figure 4. This result is
typical of moderately populated continental areas at mid-
latitudes (see Figure 4). Little impact is seen at the remote
sites in Figure 7.

[20] The ratio of local CO, concentrations to emissions can
be useful in verifying modeled CO, emissions at small spatial
scales. For example, Pataki et al. [2003] has shown a seasonal

8 of 10



G01023 ERICKSON ET AL.: MONTHLY ANTHROPOGENIC CO, FLUXES G01023
(w/ff98_seasonal — w/ff98 fixed
at LEF, MLO, and SPO
1.5
1.2
0.9
0.6 '
> ' { .
“"AAARAAT
01 ' s i.‘ . P 4 = ._-,5 H ' - w
—03 | ol I
-0_5.
-0_9.
1998 1999 2000 2001 2002 2003 2004 2005

Red: LEF; Green: MLO; Blue: SPO

Figure 7. The mean surface level concentrations of atmospheric CO, over the 8-year period 1998—
2005 as depicted as the difference between the annual mean and monthly CO, fluxes for three
observational sites, LEF, MLO and SPO. The difference is largest at LEF with a seasonal cycle of
1.2 ppmv. Note that this site is far from most anthropogenic sources and is less impacted than the
sites analyzed in Figure 4. For MLO, the model output from the level that includes the 600 mb

level is used since the terrain is not resolved.

cycle in near-surface CO, concentrations over Salt Lake City,
Utah (United States), which ranges from 500 parts per million
by volume (ppmv) in winter to only slightly above global
background levels (of 380 ppmv) in summer. Some of this is
due to a decrease in local source strength in summer, when
space-comfort needs are met by electricity generated at distant
locations rather than by heat generated in local (e.g., residential)
furnaces. A small amplitude may also be due to increased
photosynthesis in summer. However, convection (or lack there-
of in the stable wintertime Salt Lake valley) is an important
influence on CO, mixing ratio accumulation at the CTM grid
scale, and almost certainly so at local scales as well. It is
expected that when the horizontal resolution of the PCTM starts
to approach 10—50 km scales, these types of observed concen-
trations and ratios to local emissions will be better simulated.

4. Discussion and Conclusions

[21] There is significant seasonality in the anthropogenic
flux of CO,, and considerable geographical variation in that
seasonality. A spatially variable 2-harmonic representation
of the seasonal cycle is used to approximate these features.
We then take these latitudinally dependent weighting factors
and modify the constant annual CO, fluxes to reflect

population and energy use to create the monthly anthropo-
genic CO, fluxes. We then implement the monthly CO,
fluxes into a documented atmospheric transport model
[Kawa et al, 2004]. We find that there is significant,
1-6 ppmv, seasonal cycle of near-surface atmospheric
CO,; near and downwind of large emissions sources, due
to the seasonal cycle of anthropogenic CO, alone.

[22] We also find that in the midlatitudes near the sources,
synoptic-scale atmospheric circulations are important in the
winter and that boundary layer growth and decay effects are
more important in the summer. These findings have impli-
cations for inverse models that attempt to estimate surface
source/sinks regionally especially when the surface sinks
are colocated with regions of strong anthropogenic CO,
emissions. Including the seasonality of fossil fuel emissions
will lead to a diminished seasonality and interhemispheric
gradient of the biospheric flux inferred from CO, observa-
tions. This result is an important conclusion of this study.

[23] It is clear that our estimation approach has short-
comings. It was noted above that fuel used for electricity
will be a smaller percentage of the annual totals in large
urban areas where carbon emitted from vehicle traffic is a
larger percentage of the annual totals. However, this effect is
partly compensated by the larger number of shopping malls
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and other public places requiring air conditioning in sum-
mer and lighting during winter nights.

[24] Another shortcoming, characteristic of all other glob-
al CO, anthropogenic flux estimates, is the assumption that
carbon emissions are distributed according to population
density, which was an assumption inherent in annual totals
obtained from Brenkert [1998]. Much electricity in the
United States is generated at remote locations and used in
more populated regions some distance away. Where gener-
ation and consumption occur in different regions, the use of
population-weightings to geographically distribute carbon
emissions mis-locates the carbon emitted from the generat-
ing facilities to the highly populated regions.

[25] In many cases, large cities within a country have
electricity and air conditioning where rural regions do not.
Better specification of the annual cycle of carbon emissions
is needed on spatial scales finer than national averages
provide. Many carbon-cycling processes take place at small
time and space scales, and specification of carbon emissions
at appropriate resolution is necessary for studies of such
processes. In summer, photosynthesis reduces near-surface
atmospheric CO, concentrations and convection dilutes
them, while home heating, an important source of local
CO, emissions, is relatively absent. This combination of
increased sinks and decreased sources leads to near-baseline
concentrations for much of the warm season. In winter, the
reverse is true so that near-surface atmospheric CO, con-
centrations can accumulate to large values, especially in
low-lying or geographically enclosed areas. For example,
studies by Pataki et al. [2003] and Henninger and Kuttler
[2004] have shown large increases in winter CO, concen-
trations in urban/industrial areas. Fossil-fuel carbon emis-
sions, along with ecosystem respiration and suppression of
convection are likely to be important. Efforts are underway
to obtain more accurate estimates of carbon emissions for
one-degree gridsquares [Petron et al., 2006], but so far these
have been confined to carbon from electricity generation in
the United States. Finally, the monthly varying anthropo-
genic CO, fluxes are presently being used in inversion
calculations, which will allow the impact of these fluxes on
surface source-sink estimation to be assessed.
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