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e The Earth System Grid Federation (ESGF) is an
international consortium and a globally distributed
peer-to-peer network of data servers using a
common set of protocols and interfaces to
archive and distribute climate and Earth system
model output and related input, observational,
and reanalysis data

e These Open Science data are used by scientists
all over the world to investigate consequences of
possible climate change scenarios and the
resulting Earth system feedbacks

155952 What is the Earth System Grid Federation?
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(E85F2 IPCC ARG

e The United Nations' Intergovernmental Panel on
Climate Change (IPCC) Sixth Assessment Report
from Working Group | was released on Monday,
August 9, 2021

e All of the climate and Earth system model
simulation output underpinning this report was
produced by modeling centers participating in the
World Climate Research Programme’s (WCRP's)
sixth phase of the Coupled Model
Intercomparison Project (CMIP6)

e Nearly all of that model output was stored in and
distributed to researchers via ESGF

e Data are about the future of life on Earth!
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e CMIPS totals >5 PB
CMIP6 totals >25 PB
(including replicas)
CMIP7 will total ~100 PB?

e ESGF is concerned with the
full stack security and the
integrity of the data, but we
are not concerned about
controlling gccess to the data

e Analysis is enabled by global
data distribution and an
enforced data format,
metadata convention &
controlled vocabulary

- As of Aﬁril 11, 2023

i 13,837,445 total

datasets
CMIP6 .5 46324 TB
ﬁ 185,894 total
datasets
CORDEX ; 45951 TB
ﬁ 201,130 total
datasets
CMIEa S Jaa 6l TR
i 11,504 total
datasets
INPUTAMIPS 6 o1 15
E 210 total
datasets
OBS4MIPS 02TB

ESGF Holdings are Large

E 6,874,934 distinct

datasets
CMIP6 ;) 437.12TB
ﬁ 185,622 distinct
datasets
CORDEX ; 45895 TB
ﬁ 52,163 distinct
datasets
CMIPS ;50507 TB
E 5,660 distinct
datasets
INPUTAMIPS o o 15
i 210 distinct
datasets
OBS4MIPS 02 TB
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E 6,962,511 replica

datasets
CMIP6 14 026.13TB
ﬁ 272 replica
datasets
CORDEX 056 TB
ﬁ 148,967 replica
datasets
N 706 bIE
E 5,844 replica
datasets
INPUT4AMIPS 9.95 TB
i 0 replica datasets
0TB

OBS4MIPS
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