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e The Earth System Grid Federation (ESGF) is an
international consortium and a globally distributed
peer-to-peer network of data servers using a
common set of protocols and interfaces to
archive and distribute climate and Earth system
model output and related input, observational,
and reanalysis data

e These Open Science data are used by scientists
all over the world to investigate consequences of
possible climate change scenarios and the
resulting Earth system feedbacks

155952 What is the Earth System Grid Federation?
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(E85F2 IPCC ARG

e The United Nations' Intergovernmental Panel on
Climate Change (IPCC) Sixth Assessment Report
from Working Group | was released on Monday,
August 9, 2021

e All of the climate and Earth system model
simulation output underpinning this report was
produced by modeling centers participating in the
World Climate Research Programme’s (WCRP's)
sixth phase of the Coupled Model
Intercomparison Project (CMIP6)

e Nearly all of that model output was stored in and
distributed to researchers via ESGF

e Data are about the future of life on Earth!

IpCC

INTERGOVERNMENTAL PANEL oN ClimaTe change

Climate Change 2021
The Physical Science Basis

Working Group | contribution to the
Sixth Assessment Report of the
Intergovernmental Panel on Climate Change




e CMIPS totals >5 PB (including
replicas)

e CMIPG6 totals >25 PB
(including replicas)

e CMIP7 is expected to have
more experiments, high
resolution output, and
ensembles, totaling ~100 PB

e ESGF is concerned with the
full stack security and the
integrity of the data, but we
are not concerned about
controlling access to the data

As of Aﬁril 11, 2023
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‘%9;2 ESnet Global Connectivity

An ESnet representative is part of the new Resource & Project Liaisons group
=55 % ESGF2-US uses the high e ‘ ESnet
bandwidth between DOE labs, migrated and cached
HPC centers, and other networlgs across ORNL, ANL, and
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@%9;2 A New Consortium Project in the USA

e New team from Oak Ridge National Laboratory, Argonne National
Laboratory, and Lawrence Livermore National Laboratory proposed to
modernize the data backplane based on the Globus platform

e ESGF2-US proposal was reviewed by panel of 8 scientists in August 2021, and
was selected for funding by the US Department of Energy starting in FY2022

e In collaboration with international partners, the project is developing and
will deploy a new architecture based on the Future Architecture Roadmap

e In addition, ESGF2-US will develop new data discovery tools and data access
interfaces, server-side computing (subsetting & summarizing), and user
computing (Kubernetes & JupyterHub) with improved user & system metrics

e ESGF2-US added a Resource & Project Liaison group and a Science, User &

Facility Advisory Board and will offer a help desk/user support
s
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@%9;2 Design and implementation principles

e Open architecture and protocols
o Enable substitution of alternative implementations

e Leverage highly available and scalable central services from Globus
o Reduce complexity, increase reliability, provide economies of scale

e Use proven, modern security technologies and practices
o Integrated access control; protect against attacks and intrusions

e Use case approach to design, implementation, and evaluation
o Ensure that solutions meet real user needs

e Integrated instrumentation
o Metrics drive data management, data access features, capability development

e Focus on performance to deal with big data
o High-speed data transfer, search, server-side processing



~;fl-’SGFZ Enabling a new level of research productlwty

Logging in with her institutional credentials,
Samantha is presented with new data, code, and
papers relevant to her current research. Intrigued by a
new report on extreme precipitation events, she
examines a Jupyter notebook that implements the
method used. Wondering how this method would work
with higher-resolution E3SM data, she quickly locates
required datasets and runs the notebook on a
subset. Results are promising, so she shares them
with collaborators via ESGF2-US federated storage,
and they agree that a larger ensemble analysis is called
for. ESGF2-US confirms that the full ensemble data are %QQECIIL{{PEE CONPUTNG
available at OLCF, so they submit a request to execute \ s ST
the analysis there. Within 24 hours, results have been
published to ESGF2-US for broader consumption,
along with the notebook used to produce and validate
the results.

Flood risk increases with

water availability
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bGFZ Outreach Activities

e Organize Webinars, Tutorials, and Bootcamps
o Data management lessons learned
o Ingest best practices
o Data discovery and access

=» ESGF Webinar series playlist at https://www.youtube.com/@esgf2432

e Hackathons and Workshops
o Data standards
o Data node deployment and user compute resources

o Hold at large relevant conferences, e.g.,
AGU Fall Meeting, EGU, and AMS Annual Meeting
e Organize and host annual

ESGF Developer and User Conferences

=» Ninth ESGF Developer and User Dual-Hybrid Conference

Nlnth ESF Developer and User Cofence heIdJomtIy
held January 18-20. 2023 between Oak Ridge National Laboratory (USA) and

Toulouse (France), Januar; 18-20, 2023


https://www.youtube.com/@esgf2432

e ESGF is governed by an international
ESGF Executive Committee that meets
monthly

e The XC is directed by the ESGF Steering
Committee (SC), composed primarily of
sponsoring agency representatives

e The ESGF2-US Project added

o Resource & Project Liaisons group to
enhance communication with
interdependent projects and critical
resources

o Science, User & Facility Advisory Board to
evaluate and prioritize project efforts with
respect to community needs

ESGF Steering

Committee

ESGF2-US Project

Resource & Project
Liaisons

Justin Hnilo (Chair), US DOE

Ben Evans, NCI

Vacant, NOAA

Sylvie Joussaume, IS-ENES

Tsengdar Lee, NASA

Forrest Hoffman (Ex-Officio),
ORNL*

Philip Kershaw (Ex-Officio), CEDA

ESGF Executive
Committee

Forrest Hoffman (Co-Chair),
ORNL*

Philip Kershaw (Co-Chair), CEDA

Sasha Ames, LLNL*

Rachana Ananthakrishnan, ANL*

Laura Carriere, NASA

Ben Evans, NCI

Stephan Kindermann, DKRZ

Christian Pagé, CERFACS

Aparna Radhakrishnan, GFDL

*“Indicates ESGF2-US team member

Forrest Hoffman (PI), ORNL
lan Foster (Site PI), ANL
Sasha Ames (Site PI), LLNL
Rachana Ananthakrishnan, ANL
Jason Boutte, LLNL

Nathan Collier, ORNL

Scott Collis, ANL

Carlos Downie, LLNL
Maxwell Grover, ANL
Robert Jacob, ANL

Michael Kelleher, ORNL
Jitendra Kumar, ORNL

Lee Liming, ANL

Lukasz Lacinski, ANL

Giri Prakash, ORNL

Zach Price, ORNL

Sarat Sreepathi, ORNL
Stephen Turoscy, ANL

Min Xu, ORNL

Shreyas Cholia (ESS-DIVE),
LBNL

Eli Dart (ESnet), LBNL

Paul Durack (PCMDI & WIP),
LLNL

Chris Golaz (E3SM), LLNL

Robert Pincus (CMIP),
Columbia U

Science, User &
Facility Advisory
Board

Ana Barros, U lllinois

Tyler Erickson, formerly Google
Earth Engine

Rebecca Hartman-Baker, LBNL

Deborah Khider, USC

Kate Marvel, Project Drawdown

Jerry Meehl, NCAR

Paul Ullrich, UC Davis

Michael Wehner, LBNL

Jill Chengzu Zhang, LLNL

Updated April 11, 2023




@%9;2 ESGF-US Failsafe Data Replication

In the US, LLNL operates the primary ESGF node, which replicates much of
the CMIP6 and related model output from around the globe

Since the data at LLNL are contained only on spinning disk, we decided to
replicate the entire ~7.5 PB collection of data to Argonne National Laboratory
(ANL) and Oak Ridge National Laboratory (ORNL)

Solution: Use Globus to transfer all the data over ESnet

We used custom Globus scripting (thanks to Lukasz Lacinski), ESnet network
monitoring and diagnostics (thanks to Eli Dart), DTN and GPFS optimized
configurations (thanks to Cameron Harr and others), and debugging and
problem-solving (thanks to Sasha Ames, Lee Liming, and others)
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Replication to ALCF

ACTIVE, PAUSED and the latest SUCCEEDED transfers
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RIDGE

National Laboratory

4 to 6 GB/s

7.5 PB transferred between mid-Feb and May 4
17,347,671 directories and 28,907,532 files

No Datasets From Requested Completed Status Directories | Files | Bytes Transferred | Faults | Rate

1 |/emip5_css01_data/cmip5/outputl/NSF-DOE-NCAR/CESM1-CAMS [LLNL |2022-05-03 08:46:03|2022-05-04 11:37:43 7208| 13540 29913341340 16| 309 kB/s
2 |/cmip5_css02_data/cmip5/outputl/NCC/NorESM1-M LLNL |2022-05-02 09:52:03|2022-05-02 11:31:27 4017| 7548 5367692747060 0/900 MB/s
3 |/cmip5_css02_data/cmip5/outputl/NCAR/CCSM4 LLNL |2022-05-02 01:53:03|2022-05-03 00:50:23 52571| 48925| 33455438769668 11|405 MB/s
4 |/cmip5_css02_data/cmip5/outputl/NASA-GISS/GISS-E2-R-CC LLNL |2022-05-02 01:28:03|2022-05-02 01:52:31 2098| 9576 1087745609416 0|741 MB/s
5 |/cmip5_css02_data/cmip5/outputl/NASA-GISS/GISS-E2-R LLNL |2022-05-02 00:42:03|2022-05-02 09:51:16 30164|132059| 24482369232188 5|743 MB/s
Replication to OLCF

ACTIVE, PAUSED and the latest SUCCEEDED transfers

No Datasets From Requested Completed Status Directories | Files |Bytes Transferred | Faults | Rate

1 |/cmip5_css01_data/cmip5/outputl/NSF-DOE-NCAR/CESM1-CAM5|LLNL [2022-05-03 08:47:18|2022-05-04 11:41:11 7208| 13540 271068730 16| 2.80 kB/s
2 |/cmip5_css02_data/cmip5/outputl/NCAR/CCSM4 LLNL |2022-05-02 13:58:03|2022-05-03 03:14:27 52571| 48925| 33455438769668 1| 700 MB/s
3 [/cmip5_css02_data/cmip5/outputl/NCC/NorESM1-M ALCF |2022-05-02 11:32:03 |2022-05-02 12:15:48 4017 7548 5367692747060 0|2.04 GB/s
4 |/cmip5_css02_data/cmip5/outputl/NASA-GISS/GISS-E2-R ALCF |2022-05-02 09:52:03|2022-05-02 12:30:08 30164|132059| 24482369232188 3|2.58 GB/s
5 [/cmip5_css02_data/cmip5/outputl/NASA-GISS/GISS-E2-R-CC ALCF |2022-05-02 05:34:04|2022-05-02 05:44:32 2098| 9576 1087745609416 0|1.73 GB/s

ttps://dashboard.globus.org/esgf

As of May 4, 2022



https://dashboard.globus.org/esgf
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ESGF2 ARM Data Center

#u ARM Research Facility x

< C

& arm.gov/data/

DATA CAPABILITIES ~ RESEARCH ~ NEWS & EVENTS ~

v

A< % BReSEe»O0P

@} ENERGY

ABOUT ~

Office

Sci

x

Data Discovery

DATA

ARM focuses on obtaining continuous measurements—supplemented by field campaigns—
and providing data products that promote the advancement of climate models. Serving
users worldwide, the ARM Data Center collects and archives approximately 20 terabytes of
data per month. Datastreams are generally available for download within 48 hours.

ABOUT ARM DATA

ARM data include routine data products, value-added products (VAPs), field campaign data,
complementary external data products from collaborating programs, and data contributed
by ARM principal investigators for use by the scientific community. Data quality reports,

graphical displays of data availability/quality, and data plots are also available from the ARM
Data Center.

Data Sources Work with ARM Data

As a U.S. Department of Energy national scientific user facility, ARM welcomes users from
allinstitutions and nations. A free ARM user account is needed to access ARM data, a
requirement of the Office of Management and Budget.

m UPDATE ACCOUNT

FINDING AND USING ARM DATA

All data obtained through ARM are monitored for quality and made available free of charge
through the ARM Data Center via Data Discovery.

GET ARM DATA

Data Quality Program

Welcome to the

P ovear

ATM D

ARM Data Disco...

FEATURED DATA

20 March

Atmospheric Radiation Measurement (ARM) user facility data are collected
through routine operations and scientific field experiments.

Feedback

#u Data Discovery x Bk

<«

C & adcarm.gov/discovery/3#/

SUPPORT

Click to interact

Data Search

Search by category, measurement, datastream +
more.

Data Search

v

A< @BReese»OP

Feedback

Location Search -

Use the map to search by site or facility.

Select one of the categories below or type in the search text box to get

started.

Enter a category, measurement, datastream, site,

word to

egin your se:

Atmospheric Radiation Measurement (ARM) Data Center - https://www.arm.gov/data/
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DOE's Biological and
Environmental
Research Advisory
Committee (BERACQ) is
collecting information
on ways to integrate
existing data activities
based on charge from
Undersecretary of SC

Federal Register
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messaging and n-nmmg are not
resonating with Mari

In order to examine ths trend within
the Marine Corps and gather relevant
baseline data for the larger DSPO
initiative, CNA, in conjunction with the
Marine Corps Marine and Family
Programs Division (MFP), propose the
information collection, ““Marine Corps
Safety Needs Assessment” survey. This
voluntary survey examines current LMS
program awareness, preferences for
safety devices and locations, and the
place of safety in Marine Corps culture.
This survey will assist MFP in
identifying, from the perspective of
Marines, the reach of current LMS
efforts and the acceptability of potential
LMS activities. The results of the survey
will be used by MFP and DSPO to better
understand which LMS activities and
messages resonate with Marines, as well
as serve as a baseline data for future
LMS activity effectiveness evaluations
in with the ds of

management and analysis within a
unified framework.

DATES: Written comments and
information are requested on or before
October 31, 2023.

ADDRESSES: Interested persons may
submit comments by email only.
Comments must be sent to BERACRFI@
science.doe.gov with the subject line
“BER unified data”.

FOR FURTHER INFORMATION CONTACT:
Requests for add may

Information is specifically requested
on how a more unified data
infrastructure may better facilitate
current or future science questions, and
what components or technologies are
needed to dovelop a more unified data

nswers or i
related, but not limited, to the following
questions are specifically requested:

1. Do you conduct research in one of
the BER research areas (i.e.,
Atmospheric Science; Earth and

be submitted to Dr. Tristram O. West,
(301) 903-5155, Tristram.west@
science.doe.gov.

SUPPLEMENTARY INFORMATION: A charge
‘was issued from the Director of Office
of Science on October 13, 2022, to the
BER Advisory Committee (BERAC) to
(1) review the existing and anticipated
capabilities in data management and
supporting infrastructures that are
relevant to the breadth of BER science

practice framework prescribed by DoD
Instruction 6490.16.

Affected Public: Individuals or
houscholds.

Annual Burden Hours: 2,262.

Number of Respondents; 9,045.

and (2) d a strategy for next-

generation data management and

analysis within a unified framework.

The Director’s charge letter may be

found here: https://science.osti.gov/ber/

berac/Reports/Current-BERAC-Charges.
ion collected through this

Annual Responses 9,048,

request for informmion in addition to

Average Burden per 15
minutes.

Frequency: Once.

Dated: April 12, 2023.
Kayyonne T. Marston,
Alternate OSD Federal Register Liaison
Officer, Department of Defense.
[FR Doc. 202308050 Filed 4-14-23; 8:45 am|
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AGENCY: Office of Biological and
Environmental Research (BER), Office of
Science, Department of Energy (DOE).
ACTION: Request for information.

other i sources, may be
used by BERAC to recommend strategies
to further integrate and strengthen BER's
data infrastructure in support of BER
research. It may also be used by the
BERAC in fulfilling its October 13, 2022,
charge from the Director of the Office of
Science to recommend a strategy for
next-generation data management and
analysis within a unified framework.

Request for Information

The objective of this request for
information is to gather current and
future science questions within BER’s
mission space that would require a more
integrated data infrastructure for data
access, processing, and use spanning
more than one research area. Current
BER research areas are provided online:
https://science.osti.gov/ber/Research.

SUMMARY: The Biological and
Environmental Research (BER) Program,
as DOE’s coordinating office for research

research includes
Atmospheric Science; Earth and
Environmental System Modeling;
Environmental Science; Bioenergy and

onb 1 gy,
environmental science, and Earth
system science, is seeking input on the
need and the structure of a unified data
framework that links or integrates
existing data activities within BER.
Information produced in response to
this request may be used by the BER
Advisory Committee (BERAC) to help
inform and recommend to BER a
strategy for next-generation data

and Plant and Microbial
Genomics. Current data archives and
activities that support BER research
areas include, but are not limited to,
ARM https://www.arm.gov/, ESS-DIVE
https://ess-dive.Ibl.gov/, ESGF https://
esgf.linl.gov/, KBase https://
www.kbase.us/, NMDC https://
microbiomedata.org/, MSD-LIVE
https://msdlive.org/, and GI https://
jei.doe.gov/.

System Modelis
Environmental Science; Bmoncrgy and
Bioproducts; or Plant and Microbial
Genomics) and, if so, which area(s)?
Please limit additional detail on your
area(s) of research interest to a brief
paragraph.

2. What new or existing research areas
might benefit from improvements in
data availability or access across
research areas, potentially enabling
scientific breakthroughs—and why?

3. What data improvements, including
those of accessibility and integration,
could facilitate new or existing research
or scientific breakthroughs?

a. Are there current data sets that
should be linked or integrated into
existing data infrastructure to facilitate
existing or new research? If so, which
data sets should be so linked or
integrated and why?

b. Are there current barriers to
accessing or integrating data from (a)
different DOE sources (e.g., ARM, JGI,
ESS-DIVE, MSD-LIVE) or from (b)
different sources separately maintained
by DOE and another Federal agency? If
s0, what are those barriers and how
might they be addressed to allow for

data access and i

c. What data infrastructure
improvements would best support
model-experiment feedbacks; facilitate
data synthesis and analysis for multi-
disciplinary research; and enable
application of advanced statistical
techniques, including artificial
intelligence and machine learning?
Please include a brief explanation as to
how each identified improvement
would support each of these listed tasks.

d. What current barriers need to be
addressed in developing a unified
infrastructure to promote greater use by
a more diverse community of users,
with a focus on improving diversity,
equity, and inclusion within data usage
and application?

While the questions provided above
can help guide thinking on this topic,
any input is welcome that may assist
BERAG in developing a next-generation
data infrastructure in support of BER
mission science. The information
provided through this request will assist
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F2 Summary and Integration Activities

e The next generation Earth System Grid Federation (ESGF2-US)

(@)

o O O O

(@)

Will be designed for an order of magnitude increase in data sizes

Will be highly available, scalable, and fast

Will have improved data discovery and sharing tools

Will offer server-side computing for derived data

Will offer user computing capabilities (e.g., JupyterHub/JupyterLab) near the data
Will be developed collaboratively with international Federation partners

e All new ESGF development is being performed collaboratively with Federation
partners all over the world

e ESGF2-US s integrated with DOE Earth & Environ. Systems Modeling projects and with
international WCRP CMIP activities, including serving on multiple Task Teams for CMIP7

e ESGF2-US aims to add new data projects to support large-scale Al/ML data, multi-agency
model intercomparisons, and model benchmarking

e User computing approaches initiated in the commercial cloud and deployed through
on-premise cloud infrastructure will likely facilitate more rapid research and discovery



